Other examples of collinearity displays

Baseball data

This example uses another classic data set, the data on major league hbaitebsiliperformance
and salary used in the 1988 ASA Graphics Section poster session, @iteoloriginally froml i b.
stat. cnu. edu/ dat aset s/ . Many analyses of these data were collected in&B& Proceedings

of the Section on Satistical Graphics for 1988 and critiqued by Hoaglin and Velleman (1994). We
describe below novel views of these data focussed on collinearity.

The complete data set contains 322 observations on 17 numeric variabliedirig players’ salary
in 1987 (the response), years in the major leages, batting and fieldirgparfce measures for the
1986 season, and career batting totals. Most previous analyses batiéed salary as highly skewed
and heteroscedastic and therefore constructed modelsdsal = log(salary). Years in the major
leagues has a nonlinear relation to salary, increasing linearly up to adaari gears, then levelling
off. We modeled this as the piece-wise linear functigegar s7 = min(years, 7).

For the present purposes, we focus on the career performancécstatisat show the greatest
degree of collinearity:atbatc. career times at babitsc: career hitshomerc: career home runs,
runsc: career runs scoredbpic: career runs batted inyalksc:career walks. The model predicting
logsal with these seven predictors fits reasonably wedl & 0.594), however all predictors except
years?7 have extremely large VIFs, ranging from 34.7 (homerc) to 1a@64tc).
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Figure 1: Tableplot of condition indices and variance proportions focéneer variables in the Base-
ball data. In column 1, the square symbols are scaled relative to a maximuliti@oindex of 80. In
the remaining columns, variance proportiond (0) are scaled relative to a maximum of 100.

Figure 1 shows a tableplot of the five largest condition indices and atsde®@riance proportions.
There are three large condition indices, but only the largest two hawtasutal contributions from
two or more predictors. In particular, the largest condition index (58.1dangerously high, and has
large variance proportions associated with all predictors exceptaears
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Figure 2: Collinearity biplot of the Baseball data, showing the last two dimeasidhe point labels
have been thinned to include only the 37 observations with the most extremst fob values in
predictor space, correspondingRe(y2) < 0.001.

The collinearity biplot for this model (Figure 2) makes the nature of the cautoibs of the vari-
ables to collinearity apparent. These two dimensions account for only 00f38€ variation in the
predictor space, yet the lengths of the variable vectors reflect thea&mywhich each variable is re-

dundant with the others. For example, hitsc and atbatc Rdseof 0.997 and 0.993 against the other
predictors
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