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GRAPHICAL METHODS FOR CATEGORICAL DATA

MichaelFriendly, York University

Abstract

Statisticalmethodsfor categorical data, such as loglinear models
andlogistic regression, represent discrete analogs of the analysis of
varianceandregression methods for continuous response variables.

However,while graphical display techniques ar@mmon adjuncts
to analysis of varianceand regression, methods for plotting
contingencytable data are not as widely used.

This paper provides a brief introduction to graphical methods

that are useful for understanding tpattern of association among
categoricalvariables. Thesemethods can be helpful both for data
explorationand for communicating results to othefhe methods
describedinclude associatiorplots for two-way tables, mosaic

The graphical displays shown hesge implemented in SAS/IML
software whose combination ofmatrix operations,

built-in

functionscontingency tablenalysis, and graphics provide a
convamembnment for graphicaldisplay for multiway
categlatmdFriendly 1991a; 1992).

Plots for two-way frequency tables

Sesehames forepresenting contingency tables graphically are

basenh the fact that when the row and column variables are
independbatestimateéxpected frequencies,, are products of
therow and column totals (divided by tigeand total). Then,each

cell can be represented byrectangle whose area shows the cell

displaysfor multiway tables, correspondence analysis and effectfrequency;ij, or deviation from independence.

plots for logit models.

Introduction

Graphicalmethods for quantitative data are wadiveloped.From
the basic display of data in a scatterplot, to diagnastithods for
assessingassumptions and finding transformations, to fimal
presentationof results, graphicatechniques are commonplace
adjuncts to most methodsof statistical analysis.In contrast,
graphicalmethods for categorical data are still in infandyhere
arenot many methods, those that asailable in the literature are

not accessiblein common statistical software, and consequently
they are not widely usedThis contrast between graphical methods

for quantitative vs. qualitative data leadsto the following
observations:

« Exploratory methods: Many of the graphical methods

describedhere make minimal assumptions about the data.

Their goal is to help the viewer see the data, depetterns,
andsuggest hypotheses.

e Graphic metaphor: The visual metaphor for displaying
quantitative data is magnitude Oposition along an axis.
Some of the methods describeldere (e.g., sieve diagram,
mosaicdisplay) suggest thahe appropriate visual metaphor
for counts of observations in discrete categories
count area.

e Generalizations?: The scatterplot is a basic tool for viewing
raw (quantitative) datalt generalizes readily to three or more
variablesin the formof the scatterplot matrix -- a matrix of
pairwise scatterplots. The mosaic display is a simple graphic
methodfor looking at cross-classified data which generaltpes
morethan two-way tablesAre there others?

¢ Presentation plots for model-based methods: Results of
model-basedinalysis are almostvariably presented in tables
of estimated frequencies, paramegstimates, log-linear model
effects,and so forth.Effect displays of estimatefdrobabilities
of response or log odds provide a useful alternative.

e Practical power = Statistical power * Probability of Use:

Sieve diagrams

Tablel1 shows data on the relation between hair cahal eye color
among592 subjects (students in a statistics course) collected by
Snee(1974). The Pearsory’ for these data is 138.3 with 9 degrees
of freedom, indicating substantialeparture from independence.
The question is how to understand thature of the association
betweerhair and eye color.

Table 1: Hair-coloreye-color data

Hai r Col or

Eye

Col or BLACK BROWN RED BLOND | Total

[

Br own 68 119 26 7 | 220
Bl ue 20 84 17 94 | 215
Hazel 15 54 14 10 | 93
G een 5 29 14 16 | 64
____________________________________________ e m - -
Tot al 108 286 71 127 | 592

For any two-way table, the expecteftequencies under
independencean be represented by rectangles whose widths are
proportionalto the totalfrequency in each columf,, and whose
heightsare proportionato the total frequency in each rofy; the
areaof each rectangle is then proportionagfo Figurel showsthe
expected frequencies for the hair and eye color data.

Riedwyl and Schiipbach(1983, 1994) proposed aieve
diagram (later called gparquet diagram) based on this principle.
In this display the areaf each rectangle is proportional to expected
frequency and observed frequency is shown by the number of

Statisticaland graphical methods are of practical value to the squaresn each rectangleHence the difference between observed
extent that they are available and easy to uSHatistical and expected frequency appears as the density of shading, using
methodsfor categoricaldata analysis have nearly reached that color to indicate whether the deviation from independence is
point. Graphicalmethods still have a long way to g@neaim positiveor negative.(In monochrome versions, positive deviations

for today is to show whatan now be done, with some are shown by solid lines, negative by brokénes.) The sieve
exampleof how to do it. diagramfor hair color and eye color is shown in Figure 2.



the association plot, each cell iishown by eectangle that has
(signed)height1d, andwidth D\/e,j. The area of each rectangle is

thereforeproportional tof, — e,. Therectangles foeach row in the
Green| 11.7 30.9 7.7 13.7 64 . | U . .
table are positioned relative to a baseline representing
independencéd, = 0) shown by a dotted lineCells with observed
Hazel [ 17.0 44.9 112 20.0 | 93 > expected frequency rise above the I{aad are colored black);
cellsthat contairless than the expected frequency fall below it (and
are shaded red) Figure 3 shows the association plot for the hair-
eyecolor data.
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UT i et et e e B e R R R | i Fora 2x 2 table,the departure from independence can be measured
e e by the sampleodds ratio, 6 =(f,,/f,)/ (f,,/f,). The four-fold
I i i display shows the frequencies in &2 tablein a way that depicts
-+ I the odds ratio. In this display the frequency in each cell is shown
Brown :,':t _: by a quarter circlewhose radius is proportional tf;, so again
| IR N areais proportional to countAn association between the variables
L Bl . . . ;
Ll I (oddsratio #1) is shown by the tendency of diagonatigposite
L ! cells in one direction to differ irsize from those in the opposite
Black Brown Red Blond direction,and we use color and shaditmyshow this direction.f

the marginal proportionén the table differ markedly, the table may
first be standardized (using iterative proportional fitting) to a table
with equal margins but the same odds ratio.

Hair Color

Figure2:  Sievediagram for hair-eye data Figure4 shows aggregate data on applicants to graduate school

at Berkeley for the siMargest departments in 1973 classified by
admissionand gender At issue is whether the dashow evidence

of sex bias in admission practices (Bickel et al., 1978)e figure
showsthe cell frequencies numerically, but margins for both sex
andadmission are equated in the displ&arthese datthe sample
oddsratio, Odds (Admit|Male) / (Admit|Female& 1.84 indicating
that males are almost twice as likdly this sample to be admitted.
Thefour-fold display shows this imbalance clearly.

Association plot for two-way tables

In the sievediagram the foreground (rectangles) shows expected
frequenciesgeviations from independenege shown by color and
density of shading. The association plot (Cohen, 198Briendly,
1991a)puts deviations from independence in theeground: the
area of eachbox is made proportional to observedexpected
frequency.

For a two-way contingency table, the signed contribution to

Pearsory” for celli, jisd, = (f, —e)/ Ve, so thax’= =5, d’. In

ij?
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each shaded quadrantshows the frequency,
standardizedto equate the margins for sex and
admission. Circular arcs show the limitof a 99%

confidencenterval for the odds ratio. Figure5: Condensedolumn proportion mosaic

Mosaic displays for n-way tables 2 or 4.
The mosaic display, proposed by Hartigan & Kleiner (1981),
representshe countsn a contingency table directly by tiles whose
areais proportional to the cell frequencyhis display generalizes Hair color - Eye color data
readily to n-way tables and cabe used to display the residuals oy T ]| :"'; R §¢
from various log-linear models. 3 I R : A
o X A 3 $f.
Oneform of this plot, called theondensed mosaic display, is g R : : ! R N
similar to a divided bar chartThewidth of each column of tiles in e I N
Figure 5 is proportionalo the marginal frequency of hair colors. "7 Fo—— == S S
Again, the area of each box is proportionalthe cell frequency, % : : 'L I r‘lg
andcomplete independence is shown whentiflee in each row all i 2 Ly
havethe same height. ETQ';
X .
Detecting patterns 5% 3 L]“Vf
c o X 4
In Hartigan &Kleiner's (1981) original version (Figure 5), all the % o 0
tiles are unshaded ardtawn in one color, so only the relative sizes 0 I I %E
of the rectangles indicate deviatiofiem independenceFriendly : : 55
(1991b)showshow to increase the visual impact of the mosaic by I [ 1 29
using color and shading to reflect the size of tkeidual, and by : : L_——-1 g~
reorderingrows and columns to make the pattern more coherent. L__ gty @
Theresulting display shows both the observed frequencies and th
patternof deviations from a specified model. Black Brown Red Blond

Displaying residuals. Figure 6 gives the extendethe
mosaic plot, showing the standardized deviation from Figure6: Enhancednosaic, reordered and shaded
independenced; by the color and shading of each rectangtells
with positive deviations are drawn black, outlined with solid lines, =~ Reordering categories. When the row or column
with shading slanted from upper left kwer right (NE to SW); variables are unordered, we are also free to rearrange the
negativedeviations are drawn red, outlined with broken lines and correspondingcategories in the ploto help show the nature of
shadedSE-NW. The absolute value of the deviation is portrayed association. For example, in Figure 6, the eye color categories
by shading density:cells with absolute values less than 2 are havebeen permuted so that the deviations from independence have
empty; cells with [d,|> 2 are filled; those with d,|>4 arefiled ~ anopposite-corner pattern, with positive values runrfiogn SW
with a darker patternStandardizedleviations are often referred to 10 NE comners, negative values along tbeposite diagonal.
a standard Gaussiadistribution. Under the assumption of Coupledwith size and shading of the tllc_es, the excess in the _black-
independence these values roughlycorrespond to two-tailed Prownand blond-blue cells, together with thederrepresentation
probabilitiesp < .05andp < .0001thata given value of,| exceeds of brown-haired blonds and people with bldekr and blue eyes is



now quite apparentThoughthe table was reordered based on the
dIJ values,both dimensions ifrigure 6 are ordered from dark to

light, suggesting an explanation for the association. Hair color - Eye color data
r—1 | T
Multi-way tables g | : ! i : ! | @7{
| | | A R 7R
The condensed form of the mosaic plot generalizes readily to c L1 I : I : I r'\i
the display of multi-dimensionatontingency tablesimaginethat 8 | : | — '-_J I : o
eachcell of the two-way table fohair and eye color is further & m it { : : [ o)
classifiedby one or more additional variables—sex and level of o | I:Il : |1 : l—'l?,
education,for example. Then each rectangle can be subdivided I L Lo : } by LJ“.‘
horizontally to show the proportion of malemd females in that ! [ 1 :|:| I : r'i{.}f
cell, and each of those horizontal portions can be subdivided : : I [ I T LaY
vertically to show the proportions of people at each educational R : : : : : : Y
levelin the hair-eye-sex group. g : : ———————— L li_) : I LaVv
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Whenthree or more variables are represented in the magaican L : L —=1 o
fit several different model®f independence and display the TN I I : L_! §°
residualsfrom that model. We treat these models as null or ! H_ : |L | 03 0

baselinemodels, which may not fit théata particularly well. The —

deviations of observed frequencies froexpected, displayed by MaloFemale L own Red Blond

shading,will often suggest terms to be added to to an explanatory

modelthat achieves a better fit.

. Complete independence: The model of complete Figure7: Mosaicdisplay for hair color, eye color, and sex
independencasserts that all joirprobabilities are products of
theone-way marginal probabilities:

T

(A0BOG) — H{A"\B} n H{ABHC} ) (3)

_ S 1) whereH, ., denoteghe hypothesis th# andB areindependent in
Thic = e Tl Tl the marginal subtable formed by collapsing over variabjeand
for all i,j,k in a three-way tableThis corresponds to the log- Hisen denlote.she hypothesis of joint mdepend.enceCofrom the
linear model | [B][C]. Fitting this model puts all higher AB combinations. When expected frequencies under each

terms,and hence all association among the variables, into the"YPothesisare estimated by maximum likelihoothe likelihood

residuals. ratio G’s are additive:
e Joint independence: Another possibility is to fit the model in
which variableC is jointly independent of variablesandB, Glaene = Ciang * Giaengy - (4)
T =T Ty - (2) For example, forthe hair-eye data, the mosaic displays for the

[Hair] [Eye] marginal table and the [HairEye] [Sex] table can be
This corresponds to the log-linearodel PAB] [C]. Residuals  viewedas representing the partition
from this model showthe extent to which variabl@ is related
to the combinations of variablédsandB buttheydo not show Model df €3
anyassociation betweehandB.

[Hair] [Eye] 9 146. 44
For example, with thelata from Table 1 broken down by sex, [Hair, Eye] [ Sex] 15 29. 35
fitting the model [HairEye][Sex] allows us to see the extent t0-------------------“-“--“-““~“~“-------------
which the joint distribution of hair-color and eye-color is associated [ Hai r] [ Eye] [ Sex] 24 179. 79
with sex. For this model the likelihood-ratioG? is 29.35 on 15if
(p=.015, indicating somelack of fit. The three-way mosaic, This partitioning scheme extends readily to higher-way tables.

shownin Figure 7, highlights two cells: males are underrepresented

among people with brown hair and brown eyes, and )
overrepresentecimong people with brown hair and bleges. Correspondence analysis
Femalesn these cells have the opposite patterns, weigiduals just
shy of £2. Thedﬁ for these four cells account for 15.3 of ffefor
the model [HairEye] [Sex].Hence except forthese cells hair color
andeye color appear unassociated with sex.

Correspondencenalysis is an exploratory techniquelated to
principal components analysis thdinds a multidimensional
representationof the association between tmew and column
categoriesof a two-way contingencyable. This technique finds
scoresfor the row and column categories ansmall number of

. ) . 2

plots fitting models of joint independence to the marginal subtablesdimensionsthat account for thereatest proportion of thg' for

can be viewed as partitioning the hypothesis ocbmplete associatiorbetween the row and colunwategories.For graphical

independencen the full table. display, two or three dimensions argypically used to give a
reduced rank approximation to the data.

Sequential plots and models. The series of mosaic

For a three-way table, the the hypothesi$¢ complete

independence canbe expressed as For a two-waytable the scores for the row categories, namely

{ADBOCY X, and column categorieg; , on dimensionm=1,...,M are



derived from a singular valuedecomposition of residuals from Multi-way tables
independencegexpressed asiij/\/n, to account for thelargest

proportionof thex? in a small number of dimensions. A three- or higher-way table can be analyzed by correspondence

analysisin several ways (Friendly, 1991adneapproach is called

Thus, correspondence analysis designed to show how the tstacklngt. ﬁlthree-wet])tt]axb:?, O‘;fs'iﬁ x‘]l.x K canbe shcedtmtdt g
datadeviate from expectation when the row and column variables wo-_wa}ly i es, ?ap : es |Ices _are concatenate
areindependent, as in the association plot msaic display.The vertically, the result Is one two-way tablef size (?(J) xK. In
associatiorplot and mosaic display depict evergll in the table, effe_ctt;lthehﬂrﬁt two Va“ablf]s are tref?tzjmqs a sm_glebcomposne
however,and for large tables inay be difficult to see patterns. vr?rla_ e_,wl 1€ _rebplnresehntst N malg_e g ljnterac_t_lgn etv;eden
Correspondencanalysis shows only row armdlumncategories in the original variables thatere combined.Van der Heijden and de

the two (or three) dimensions which account for the greateStIr_neueItLi]Y\\/Ive(ll?2t5)|)esd:r?gssshcfwsholjvi%a?:fh ?;reifgﬁfmiﬁﬁnm;
proportionof deviation from independence. Fway y o ; Ing
contingencytable corresponds to the analysis of a specified log-

linear model. In particular, for the three-way tabileat is reshaped
asa table of sizel(x J) x K, the correspondence analysis solution
analyzegesiduals from the log-linear model [AB] [C].

In SAS Version 6, correspondence analysis is perforaséty
PROCCORRESP in SAS/STATAn OUT= data set from PROC
CORRESFcontains the row and column coordinates, which can be
plotted with PROC PLOT or PROC GPLOTThe program below
readsthe hair and eye color datato the data set COLORS, and

callsthe CORRESP procedure. Effect plots for logit models

Loglinearand logit models generalize tests of association to three-
and higher-way tables. A log-linear model expresses the
relationshipamong all variables as a model for the logtioé
expectedcell frequency. For example, for a three-way table, the

data col ors;
i nput BLACK BROAN RED BLOND EYE $
cards;

68 119 26 7 Br own ) L
20 84 17 o4 Bl ue nzgg:lgssésgr no three-way association candgressed as the log-
15 54 14 10 Hazel ’

5 29 14 16 G een

‘ Iogmlk=p+)\i’*+)\J.'3+)\f+)\"J.*B+)\i’*k°+)\iﬁiC
proc corresp data=col ors out=coord short;
var BLACK BROAN RED BLOND; Thelog-linear model treats the variables symmetrically: none of the
id eye; variablesis distinguished as a respongariable. However, the
association parametersmay be difficult to interpret, and the
The printed output from theCORRESP procedure indicates absencef a dependent variableakes it awkward to plot results in
that over 98% of thex® for associationis accounted for by two termsof the Iog.-line.ar modelln Fhis case, correspondgnce analysis
dimensionswith most of that attributetb the first dimension A and the mosaic display provide a simpler way d@play the
plot of the rowand column points, shown in Figure 8, can be Patternsof association in a contingency table.
constructedfrom the OUT= data set COORD requested in the )
PROC CORRESP stepThe plot shows that both hatolor and _Onthe other handf one varlablt_a can be regarde_d as a response
eye color vary from dark tdight across Dimension 1, confirming Variablethen the effects of the othéndependent variables may be
the impression from the mosaic displajimension?2 reflects an ~ €XPresseds a logit model.For example,if variable C is a binary
independentssociation of red hair and green eybsfact, inthe response,then the log-linear model can be expressed as an
mosaicdisplay we use scores on the first (largest) dimension to€duivalentogit model,
reorderthe categories of variables in order to display the pattern of
associatiormost clearly. log(m,,/m,,) = AT + A=A + AS-AY)

:a+BiA+BiB

wherea = 217, B = 2\%, andBJB = 2)\JE;°, because all termssum to
zero.

* Eve color * HAIR ?OLOR

0.5 Both log-linear and logit models can be fit using PROC
: CATMOD in SAS. For logit models, plots of observed and
N RED | Green predictediogits providean effective way to interpret a fitted model,
c Hazel : and are easily constructed from an output data set produced by
0o CATMOD. Fox(1987) describes general methddsconstructing
g oo} __ _B.&Qwup _______________ theseplots for generalized linear models; see Friendly and Fox
0 Brown I Blue BLOND (1992) for further examples and comparisons of these plots with
.g BLACK : mosaicdisplays.
I
I
I
-0.5% T } T
-1.0 -0.5 0.0 0.5 1.0

Dimension 1

Figure8: Correspondenceanalysis plot



Example: Berkeley Admissions

The example below analyzes the Berkelagmissions data by
departmento determine the sourc# the apparent gender bias in
favor of males shown in the four-fold display (Figure 4helog-

linear model [AdmitDept] [AdmitGender] [DeptGender] allows for

To plot the fitted logits, select the TYPE_ =
observationsn a data step:

" FUNCTI ON

data predict;
set predict;
if _type_ = 'FUNCTION ;

effects of both Gender and Department on admission, and is

equivalento the logit model

logit (Admit) = a + B.DEPT + BJGENDER

(5)

Model (5) is fit using the statementselow. The RESPONSE
statementis used to produce aautput data setPREDI CT, for
plotting.

dat a berkel ey;

do dept ='A,'B,'C,'D,'E,'F;
do gender = '"Male ', 'Ferule';
do admit = "Adnmit', 'Reject';
input freq
out put ;
end; end; end;
cards;
512 313 89 19
353 207 17 8
120 205 202 391
138 279 131 244
53 138 94 299
22 351 24 317

proc catnod order=data data=berkel ey;

wei ght freq;
response / out=predict;
nmodel admit = dept gender / m noiter;

The results of the PROCATMOD step show a strong effect of
Departmentbut none of Gender and a significant lack of fit.

MAXI MUM LI KELI HOOD ANALYSI S- OF- VARI ANCE TABLE

Sour ce DF Chi - Squar e Pr ob
| NTERCEPT 1 262. 49 0. 0000
GENDER 1 1.53 0. 2167
DEPT 5 534.78 0. 0000
LI KELI HOOD RATI O 5 20. 20 0. 0011

A simple plot of predicted logitsan then be obtained as a plot of
_pred_ * dept = gender in a PROC GPLOT stepThe plot
displayedin Figure 9 usesthe Annotate facility to add 95%
confidencelimits, calculated aspred_ +1.96_sepred_, and a
probability scale at the rightThesesteps are combindd a macro
program,CATPLOT, used as follows:

%at pl ot (dat a=predi ct, class=gender,
z=1.96, anno=pscal e)

xc=dept ,

Berkeley Admissions Data
Observed and Fitted Logits (95%0 CI)

Model: logit(Admit) = Dept Gender
190
24
o
6 1 '.75-.;
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110
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Figure9: Effectsof Gender and Department on Admission

The effects shown in Figure 9 for each department contradict
the apparent gender bias showntire aggregate data; in fact, the
predictedodds of admission is slightly higher for females than
males. The resolution of this contradiction (an example of

To interpret these results we plot the observed and prediCtedsimpson's paradox) can be found in the large differences in

valuesfor each Dept-Gender groufhe response variable has a

admissionrates among departmentslen and women apply to

simple, additive form (5) on the logit scale (log odds), but is easier gjfferent departments differentially, and in these data woaqgsly

to understand on thprobability scale.One compromise is to plot
resultson the logit scaleadding a second scale showing probability
values. The data setPREDI CT contains observed ©BS_) and
predicted (_PRED_) values, and estimated standard errors
(_SEPRED_) on both scales.The logit values have TYPE_ =

" FUNCTI ON' .

DEPT GENDER ADMT _TYPE. ~ _OBS_ _PRED _SEPRED_
A Mile FUNCTION 0.492 0.582  0.069
A Mile Admit PROB 0.621 0.642 0.016
A  Mile Rejec PROB 0.379 0.358 0.016
A  Femle FUNCTION 1.544 0.682 0.099
A Female Adnmit PROB 0.824 0.664 0.022
A Femal e Rejec PROB 0.176 0.336 0.022

in larger numbers taepartments that have a low acceptance rate.
The aggregate results are misleading because they falsely assume
men and women are equally likely to apply in each fiel@This
explanation ignores the possibility of structuradbias against
women,e.g., lack of resources allocated to departments that attract
womenapplicants.)

Theseeffects may all be seen kFigure 10, a mosaic display of
the data showing observed frequencies and residuals from the log-
linear model [AdmitDept] [GenderDept] which asserts that
admission and gender are conditionally independent, given
department (equivalent to logit (Admit)=a + B°"). The four
large blocks corresponding t@dmission by gender show the
greateroverallacceptance of males than femal@snongadmitted
applicants,however, there are larger proportions of women in the
departmentgC-F) with low admission rates.The lack of fit of



model[AD] [GD] is concentrated entirely in Department A, where Heijd&nG. M. van der, and de Leeuw, J. (1985).
a greater proportion of females is admitted. Correspondencanalysis used complementary to loglinear
analysis.Psychometrika, 50, 429-447.
Riedwyl, H., & Schiupbach, M. (1983Biebdiagramme:

Model: AdmitDept, GenderDept Graphischéarstellung von Kontingenztafelechnical
i T ReportNo. 12, Institute for Mathematical Statistics,
w i I I University of Bern, Bern, Switzerland.
:_} :_ __________ : Snee, R. D. (1974)Graphicaldisplay of two-way contingency
i R I tables. The American Statistician, 28, 9-12.
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Figure 10: Mosaicdisplay of Berkeley admissions data
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